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The Path Taken

The poster presents Adam Mickiewicz University's (AMU) submissions to the
constrained track of the WMT 2022 General MT Task. We participated in the
Ukrainian ↔ Czech translation directions – a low-resource translation
scenario between closely related languages. The models were trained using
only the data provided by the shared task organizers. Our solution is
composed of multiple translation quality augmentation techniques, including
NER-assisted translation and quality-aware decoding. According to the
evaluation results, our solutions rank first in both translation directions.

The Story Behind

We applied a two-stage quality-aware decoding process.

First, we tuned a reranker (T-RR), using as features:
model log-likelihood scores,
TransQuest QE model trained on DA scores,
COMET QE model trained on MQM scores,
COMET QE model trained on DA scores.

A total of 250 hypotheses per input sentence (200 from the ensemble and
50 from the document-level model) were reranked by T-RR. 

Resulting 50 best hypotheses were reranked by using Minimum Bayes
Risk (MBR) decoding, using COMET reference-based model as the utility
function.

Quality-Aware Decoding

Our document-level translation approach is based on a simple sentence
concatenation method.

We used parallel document-level corpora, as well as randomly
concatenated sentence-level data to match the desired input length. 

We trained the model on the dataset including:

sentence-level data,
1 previous sentence given as a context,
fixed windows of subword tokens (50, 100, 250, 500), rounded to
include full sentences.

An example document, consisting of 5 sentences separated with a <SEP> tag,
before NER tagging and subword encoding.

Document-Level Translation

Human Evaluation Results
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The named entity recognition was applied to assign appropriate source
factors to words in the text, supporting the translation process.

Models were trained in two settings: concatenation and sum. In the first
setting, the factor embedding had a size of 16 and was concatenated with
the token embedding. In the second setting, the factor embedding was
equal to the size of the token embedding (1024) and was summed with it.

NER-Assisted Translation 

An example of a sentence tagged with NER source factors before and after subword encoding.


